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Workeq examples i
; e 8 gre Playing 8ame with 2 coins according to the Sollowing rules,
Z: ::: :’: :;::h a-re heads (H) it is 4 benefit or gain of Re. 1 to player A
7 15 one head and tair (T) then it is a loss of Re. 1 to player A, ang

(A Wher.r there qre o tails, there is no loss or gain to any player. Formulate ¢ his as .

martrix. -
Solution -

il and are nothing but strategies fo; the Players

When there are two heads, Re.| is gain to the player A

when there is one head and tail it is Re. | loss to the player A
When there are two tails, no loss, no profit to any player.
The pay off matrix for the

player A by following the rule for the play given we get, the gy,
mulation as below.

B
H i1

By ¥ ~1.]
ATi—lf(ﬁ

bt

Pay off matrix

2. A and B are playing a game with 3 coins 25 p, 50 p, 100p according to the
Jollowing rules,

i) If the sum is even, A wins B’s coin

ii) If the sum is odd, B will win A’ coin. F ormulate this as pay off matrix.

Solution:

Rule of the play:

1) when the sum is even A wins B’s coin
i) when the sum is odd, B will win A’s coin

The pay off matrix for the player A by following the rule for the play given we get the pay
off matrix as below

2550 100

25 25 -25 25

A 500 =50 50 100
100 | 100 50 100
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/ 1¢ pt’rlyed by fingers two players A anq g
an

are sim ; :
ultaneousiy showing 2 or 3 fingers.

! 5 fre sum of the fingers is odd A gey the poins
]ﬁ!b’ﬂ I pyen A loses the points equal ¢ the sy ﬁ,equm to the sum. When the sum of
. {5 € n, i .
fiﬂgff s rite the pay off matrix.
@ ¢ 3 fingers be the strategies for e players
I ‘.\"'““‘j - o
I Hf H“’ PIHJJ. . . .
" e sur ©f the fingers 1s 0dd the player A paine the sum
e '

(e Sum is even he loses the sum 1o player B
\f the 3 ) .

The P&y off matrix for the player A considering the rule of the play i
ay 1s.

B
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Sum

Player B
B, B,
A9 2
Player 4 4,18 6
A6 4
 golation: ’
| . . . . f

gep 1 Wn.te the row minima against each strategy {, A, 4,) and identify the highest among
jese (That is 6).
B, B, Row minima

A9 212
48 6[6]Maxi min

416 4|4

Column maxima 9 @Mini max

Step2: Write the column maxima against each strategy (B,, B,) and identify the minimum eleme 1t
between these two (that is 6).

Thus, Mini max = Maxi min

Hence, the game is having saddle point. Identify the optimal strategies for the both the players
corresponding to these values by drawing horizontal and vertical lines. The intersection of these two
lines gives the value of game.

L The optimal strategy for player A is 4,.
i The optimal strategy for player B is B, and

. The value of the game = 6

Observation

Thugh player 4 is having three strategies and player B 2 strategies, they are using a single strategy.

Hence the nature of the oame is deterministic / strictly determinable in nature (pure strategy game).

Solve the game whose payoff matrix is given by,

Player B
B, B, B
A1 3 1]
Player A A,|0 -4 -3
|11 5 -

8ame with the following 3 x 2 pay off matrix for
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SO]uﬁon:

Let us find Min max and Maxmin

Player B
B, B, B, Row minima

A1 3 1]l
Player A 4,[0 —4 3|4
4l s -1

Columnmaxima [ 5 m Mini max

Mini max = | Maxi min = 1

Maxi min

Hence, the game is having saddle point
i. The optimal strategy for player 4 is 4,
ii.  The optimal strategy for player ‘5’ is B, or B,

iii.  The value of game = + 1

Bl B? B_\

or

Note: This game is having alternative optimal solution as the optimal strategy for player B may be

B, or B,.
6. Solve the following game whose pay off matrix is given below
B
PR/
I |-3| -2 6
A NI |2 0 2
mi|s| =2 | -4
Solution:

Let us find Min max and Maxmin
I I Il Row minima

1 [-3 2| 6 | -3
- 2- |-} -2--- 8-

s | 2| -4| -4

Maxi min

Columnmaxima 5 [0] 6

Mini max



299

gitit exi . aayiis
point exists. The game is deterministic 1N

5
sl
qlue = ; .
The 2 ove game 15 referred as a fair game as the vy of it is zero
¢ following game whose pay off matrix is vivon : '
e th S If matriv is given in the Sollowing matrix.
! B
I 1 m
! 2 -—] 8
A I[-4]=3] 4]
Hri-g|- 4| 0
IY| 1 |[-6|-2]
salufio" Il 1l Row minima
b2 {- -t -8 FT} -
: Maxi min
-4 3] 4|4
mi-g| 4| o | -8
V| 1| 6| -2 -6

Column maxima 2 [—q] §

* Mini max
Min Max=Maxmin= -1, Hence there exisis saddle point.

Best strategy for A = |
Best strategy for B = I1

Value of game = — 1

Whenever, Maxi min = Mini max, there exists saddle point or equilibrium point and the game
is deterministic or pure strategy game.

Note: Player A will try to maximize his minimu
losses. Hence Maxi min is applicable to player A and Mini

Y Consider the game G with the following pay off. Determine the value of game ignoring the
value of A.

m gains and player B will try to minimize his maximum
max is applicable to player B
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Solution:

Ignoring the value of 4,
Row minima

Maxi min
-2

Column maxima

Mini max

Xists.
mn player = B,

As Maxi min = Mini max, saddle point
Best strategy for colu

Best strategy for row player = 4,

Value of the game = 2
the following pay off matrix is strictly determinapj,

For what value of 4, the game with
(pure strategy).
B
/'l

Solution:

the value of A whatever it may be, we get
Row minima

Maxi min

Ignoring

Column maxima 6 2
Mini max

Maxi min = 2, Mini max =~ .
the valueoflis—lslsz.

For strictly determinable
axi min and Mini max values)

That is in the range between M
Determine the range of values of p and g that will make the pay off matrix (a'.) given below,

190.
g deterministic game in nature.



2 4
Player 4| 1 7
i p g

. consider the game to determine Maxi, min 214 Mini. e

\gnoring the values p
et
nd 4 B B, B, Row minimg

412 4 12

410 1

]
q Maxi min
8_ 4

8

Column maxima 10

the Maxi min = Mini max = 7
Thus

there exists a saddle point at POsition (2, 2).
Thus

imposes / requires the condition o ‘D’ as
This 1

P<Tandgasg>7
p L g2 is the range of ‘p’ and 7.
HEnGEs == L
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11.  Solve the Jollowing game whose pay off matrix is

Player B
ey 4| 211
'y F IR
Solution:
Given game is
B

I 1 Rowminima

I[3 -=2[-2
A .
mza2 512
Column maxima

Max.min = 2, Min max = 3
There is no saddle point as Max min is not equal to Min max
ure of game is probabilistic. and the value of the game lies in between

Hence, the nat
2 and 3 (in between Max min and Min max).
Let x,, x, the probabilities of using 1. I strategies by player ‘A’and y,, y, be the probabilities

of using 1, I strategies by player ‘B” and ‘v’ be the value of game.

; . d
Comparing the elements of the game with [ S J
a,  a,,

We have,
dy — a4
X = — X, =1—x
(a,, +ax )= (ay +a,
Uy —
J,',, = I = -1"1




y=— 2l ~4a,

(all +azz)"(an +au)
Substituting the values of a,a
5-(+2)
(3+5)-(<2+2)

&

and

i %y a4y, 10 the above equations we get,

X = :§.
8

3 5

8
__5-()
T EE)-(20)

=L
8

y=l-y=1-

OO|~—_1

1
3

Ix5)-12x(-2)| 15
and, v=( ) [ ( )]= D Hence, the solution of the game Is,

(3+5)-(2+2) 8 8

( Player | Probabilities of using strategies
Player I I1

A

oo | wn

?\1 oo | W

o
Y oo 19
Value of game (for player A) =

12.  In a game of maiching coins, player ‘A’ wins Rs. 8, if both coins show heads and Rs. 1
if both are tails. Player B wins Rs. 3 when coins do not match. Given the choice of being
Player A or Player B, which would you choose and what would be your strategy?

Solution:
Let showing head, tail of the coin be the strategies as H, T

(f both are heads ‘A" will gain 8 points, if there is one head and one tail player ‘A" will get |
point and if both are the tail ‘A’ looses 3 points.

The formulation of the game is,



Comparing the formulated game with

We have,
Let x , x, be the probabilities of showing head, tail by player A Lety, y2 be the probabilitje

of showing head, tail by player ‘B’ respectively

dy — 4y x, =1-x
|
(all +a, ) (a, + aIZ)

X

dy —dp

= ’ y2=1—y
] (alli*-aZZ)_(aZI-‘-a]Z) |

and the value of game,
_ a,dy — a4,
V=
(an +ay, )— (aZI ta, )

Substituting the values of @, a,,, 4, and a,in the above equations we get

-3 __ 4 _4

1T E)-(3-3) 9- 6) 15

4 11

X, = - x!_l-—l—g—ls

(1)- (-3) _ 143 b4
T B)-(3-3) 9-(-6) |

_;,i 11
Y 5 15
(8)(1) (~3><—3) §-9 _-1

(8+1) (—3+—3) 9+6 15

Hence, the solution of the game is

s 'A‘



| T —
Player ngmbubilmes of using
e U™ I ™
A e 1
.* o 15 15
3 T ol 1)
15 | §
I L
and value of the game1s !
1S
Choice 18 10 he plaser

| as TA e the looser as per the value of game. Strategies The
probiabalitics of wing bead and tal of the conn are 418, 11/18.
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13. Solve the following game by using the dominance concept

Player B
B, B, B,
A, [ 4 [ 5]8
Player A A, 6 4 6
A, 4 2 4
Solution:
Let us find the row minima and column maxima
Player B
B, B, B, Row minima
A 4 |5 8 4
Player A A, | 64| 6 4 | Maxi min
A 4 2 4 2
°* 518
column maxima Mini max

Since Maxi min # Mini max, we can’t use the method of pure strategy (saddle point concept)

It can be seen that row A dominates row A as every element of row A > row 4., thus row

0 solve the game.

4;can be deleted. The resulting matrix 1s
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B, B, B
(4[5 ]s]
A, [ 6 | a6
Column B, dominates column B, as the element values of B, < element of B,

Hen
ce B, can be deleted. The reduced matrix is,

B

o]

1 5

A [a]s ]
A ifn 6 o @ |
. Let the probabilities of using the strategies 4,, 4,, A,, be x;, X, X, respectively and the probat;j;.:
of using B, B,, B, strategies by player ‘B’ be y,, V. V, respectively such that x, + x, + X, = HiHes
»nty,+y,=1 -
In the reduced matrix a,, =4, a, = 5. a, = 6. a,, =4

Then using the formula,

S
Bl

a,, —a,
X 2 21 X, = k=%

(au +a‘22)—(02, +al2) _
ay —4a),

y —i
' (an +azz)_(azl +alZ)

.1’3 = 1 - AVI

a,, d,, —d,, d

V=
) (au +azz)—(a2,+a,2)’

Substituting the values of a,, a,,, a,, a,, in the above equations,

we get,
2 I ] - -2 _
xl =-3—’ xz =§-, x_q =05 .])] =§: }"2 '—3-, y3 —0
- 14
and the value of game Vv =?
Probabilities of using I, II, I1I strategies by the player A
2 I
I] =, X ==y = O
3 " 3

Probabilities of using I, 11, 111 strategies by the player B
|

2
s Yy =y j"ﬁ :O
2 77 -
=7

14

[he value of game y=—
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e fh(? nature Ofthefo[[owing game Whov
n ' e pay Oﬂmmri ;
X IS,

sl
jor . Row minima

Max1 min

” l __2 2 _2

i3 {4 | 3 3

Column maxima 3
.
Mini max
ince the Mini max # Maxi min, there is no saddle point that is, it is probabilistic game of
miXEd strategy game.

solve the following 2 person zero sum game based on the concept of dominance.

I 1 m
I\4 6 3
Im-3 -3 4
o2 -3 4

Solution

Let x,, X, and x, be the probabilities of I, 1l and 11 strategies for player A Y. ¥, and y, be the

probabilities for player ‘B’.
It can be observed that all the elements of R, 2 corresponding elements of R,. Hence, delete R,.

The reduced matrix will be,

G | 1

1

Comparing column wise all the elements of 31 colum
column.

So, the player ‘B’ will never use 3 strategy

Thus, the reduced matrix is,

n > the corresponding elements of 1*
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I < 4 6
I11 2.l &3

Compari
paring the reduced matrix with [a” a'”] and on solving we get,
a, dap

(As, the game is 2 x 2 game without saddle point)
1 2

X = a,, —a,, = y.==y1r.=0
(alt+azz)_(alz+aiz) 3 A

(Sum of the probabilities = 1)

i a, —a, _3 2 =

Y ==,y =00 =0
(an +azz)_(a|z +a,) 5 5

and
a,,ay, — a4y, =
(a“ +a,, )_ (a:, +‘7[:)

Value of game v=

.. It is a fair game

Thus, the optimal strategies are,

1 2
For player A (I, 11, I1I) with probabilities (5 3)

For player B (1, I, III) with probabilities (% é—, OJ

Note: Dominance property is used when the saddle point does not exists. Prior to applying dominance

property check for the existence of the saddle poini, find the Max. Min and Min. Max to check

whether the problem is having saddle point or not.
Using the dominance concept, obtain the optimal strategies for both the players and

16.
determine the value of game. The pay off matrix for player A is given.
B

i o om mw v

rl2 ¢ 3780

I | 5 6 3 7 8

A HI| 6 7 9 &8 7
v | 4 2 8§ 4 " |

l



311

ﬂﬂ”: is having saddle point (min max <

; ) max min = . '
;ﬂl“' ,—oblem let US solve it by dominance rye il Bln‘ 6). But as it is given to use the domi-
iy prope , v as all the elements of row [1j 4r, > Y Inspection of rows. It is clear that row 111
ﬂ““ce e’ ro‘/'t' is = TOW IV. Hence, row IV can be deleted. The
i natrix !
‘jsuniﬂg
A
: olumn | domi
e can see bR o be del minates column IV as all the elements of column I are < column
ence: column TV can be deleted. The resulting matri i,
V.
| B
[ 0 m v
12 4 3 4
A 1|5 6 3 3
can be seen that row [IT dominates row 1. Hence, delete row 1. ,
LC |
he resulting matrix 18
B
| Il 111 '
A 1 5 6 3 8
mi| e 7 9 7
Column | dominates column V
Hencé, deleting column V we get
B
I I I
A 5 6 3
mi,e 7 9

Column | dominates column II

Hence delete column II. The resulting matrix is

-~



312
. OPERATIONS RESEARC,
l

B
I 111
5

A I |5 3
mi| 6 9

Row i
W I dominates row I1, deleting it we get,

B
I Il

a m[s o]

Again column | dominates column 11

Hence, delete column II. Thus.
B

!
A [ 6]

is the reduced matrix (element).
I11

Best strategy for player — A
I and the value of game = 6

Best strategy for player — B

Note:
) The same answer can be verified with saddle point concept
ii If the dominance principle is applied to the pay-off matrix having a saddle point, then we get
a single element reduced matrix only.
17, Solve the following game by dominance concepl.
B
I/ /a /]

F[]7] 2]
mlel2[7]2
w512 6] 0

(& ; )

L

A

{ILOR

8 j I
lements of row 2 > row 3 and row 2 is superior to row 3. Hence delete row 3.

[1]7]2]
[6l2]7]




I(_)I’sY

WME—~ ' B

l"

ments of colump | <
qt® g the €1 |
A3 ()[Ulﬂn 3.

,/—'23‘2—_—_ _%_—g__ -4 2
(a”""azz) (ay +a,) (3)-( (6+7) BT

a, — 9, 2 7 _5 I

.‘-.f' {{M—ia’) (a +a,, ) _]0 —lfJ ‘2‘

gum of the probabilities is unity)
(

n‘f‘d“ -, ﬂ'], ‘?H'lz_“iU

! ((1 1 + lJ ) (” | b gl ¢ (O ) »lﬂ _lU

probabilities of using L, Il and III strategies by player A (x, x., x,) is (E’E
55
probabilities of using I, Il and I strategies by player B (y,. y., »;) 1s l 1
Yo s i
Value of the game is = 4
1. Use the dominance principle solve the following game.
B

I I I 4

I 20 13 12 35

A 2 25 14 8 10
J 40 19 5 |
l
4 5 4 11 0

313

COIUITII’] 3
a
d column 1 is superior than column 3. Hence.
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B
I ] 11 v Row minima
I 20 15 12 35 12 |

2 | 25 14 g8 10 8

A 3 /40 2 19 5 2

= 5 4 11 0 0

Column maxima 40 157 19 35

There is no saddle point

Therefore it is mixed strategy problem [The value of the game between 12 and 15]

Row dominance

Therefore row one is set dominate row — 4, eliminating row — 4 we get
a ,
i Iv

l
1[20 15 12 35

A 2125 14 8 10
3/40 2 19 5

Column dominance
Column II is set to be dominating column I. Therefore eliminating column I we get,

[l 11 IV
1 I5 12 35

2 14 8 10
3 2 19 5

o

v 1 is dominates row- 2, deleting row -2 we get

oain rov
nmnr Iv
1 |15 12 35
3 12 19 5
‘umn 2 is set to dominate column 4, eliminating column 4 we get,



ihe reduced game with
{:0 [GH au
y  ay
e 8 ave be the probabilities fi
Let Xp Xy %3 4 or player ‘A", Let}’ Y, ¥; ybe the probabilities of for the

of the strategles respectively
.B’

Bl _ .
o1a) « bstituting the values of a,, a,, a, and a,,in the formulae we get,
1 2 3 4
Strategies of 4=| 17
I
20 20
[ 0 o w
Strategies of B = o 113 and the value of game
— — 0
20 20
(12x17)+(19%3) 204+57 261
V= - BETY

17+3 20 20

19, Use the dominance principle, solve the following game.

B
i Il i
i T =3 =2}
|
A 2 0 -4 2 |
3l=5 2 4|
Solution:
B
I 11 Il Row minima
! -3 : - i
A 2 -4* -3 -
2 3 -8
3
Column maxima I 2

As there is no saddle point, as Max min is not equal to Min max. It is a mixed strategy game
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Column Dominance

Column 11 domi
I dominates column 111, eliminating column Il we get,
B
I I

>
L -

Row dominance

Row | dominates row 2, eliminating row 2 we get,

Comparing the formulated game with

we have,
Let x, x, x,be the probabilities for player ‘A, Let y, V, V3 be the probabilities for player
‘B’ respectively

Substituting the values of a,, a,,, a, and ., in the formulae we get,

I 2 3

Strategies of 4=| 7 0 -

11 1

[ T )74 (-5)4 -13
Strategies of B=| 5 6 0 B 744 11

1111

Solve the following game by using the concept of dominance

N a ARG
T3] 2 4]0
p 3] 4 2] 4
4| 2 | 4|0
w ol 4| 0] 8




— Row minima

qll —
[ 3 5 _-4—- : O
3 4 )
*J——j-f_ Maxi min
4120410 0
0 4 08 0
column maxima 4 4 3
Mini max

re is nO saddle point let us use the dominance concept

As the
all the elements of Ry > R, R, is superior, delete R,
[ L | Y
I 3 4 2 4
I 4 12 (410
v 0] 410
All the elements of C, < C,, C, is inferior, C| is superior, delete €.
n n 1
Il 4
m [2]4]0 2.
v [ 4]0 ﬂ l

There is No pure dominance of rows or columns. Hence, average of two rows or columns

can be considered.

244 4+0 0+8)_
The average is C,and C, " g

- e

Therefore, C, is inferior. Hence, c{ele,tta fCﬂ'
il i
11 2| 4
1l 4.1 0
I\ 0| 8
The average of R, and R, 2 Ry, K, is inferior, hence deleting R, we gel.
m



.

Let x,, X, X5, X, be the probability of using I, II, Il & IV strategies by player A and Yis 1,

Y5 Y, be the probabllltles of using I, 11, 111 & |V by player B. As strategies, I, [T of both the Players
are deleted we get,

808

2
""T2-0 12 3 ¥ 3
) = 8§-0 8 _2 1
T12-0 1273 Y3
_32-0_32 3
12 12 3
Strategies
~ I 111 \Y
Probabilities for A 0 0 2/3 1/3
Probabilities for B 0 0 2/3 1/3

Value of game is = 8/ 3
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22, Solve-the Jollowing game by graphical method

B’ BZ BJ 84

Al 2 4 k2 I,
Az 4 3 2 6

Solution:

The game does not ' :
g have a saddle point. Hence it is probabilistic in nature. Player A is having two

strategies while :
o r:; . p.la'y'er B has.three strategies. Player A has t0 choose two best strategies of B. let x,
X, be two probabilities of using the I, II strategies respectively.

X X% = 1 X, = 1-x [sum of the probabilities is unity].

itep IC:i The given game is of 2 x 4(one player is having 2 strategies), hence graphical method can
e used.

Step 2: Draw two parallel lines to include the boundaries of two strategies of first player; say A’
(Any convenient distance may be taken to draw parallel lines).

These two lines will represent two strategies available to the player “A’.
Step 3: Draw lines to represent each of player B’s strategies. To represent the player B’s strategy,
join point 2on axis | to point 4 on axis I, point 2 on axis I to point 3 on axis II and so on.
Step 4: The game is of 2 x M type, hence identify the highest point in the lower envelop P and
passing through this point the corresponding strategies of the column player are IT and III hence,

the reduced matrix is

(OS]

S W A N

0 /(((\/\\J|lI!HHIIVHIHHHIHIHII

Lower envelop
A, A,

B.. B and B, have the strategies at point P . Hence delete other strategies of B. Consider B, B,
J s g 4 mir ) .

Step 5: The reduced matrix will be

B b

2 4
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A | 2 ~

I

4 | 3 g

The above game is 2 x 2 game without saddle point.
Let x . x, are the probabilities of using 1, I1 strategies by player A.
Let y,. y,, ,, ¥, are the probabilities of using I, 11, I1I, IV strategies by player B.

3-8 < 1 1
'Ta4-6 2 27772
NFEN

hame 2207 2
4-9 5 5
“4-6 2 2

1 1
(yl’y25y3)y4)=(0, E ,O , 5)

23.  Solve the following game by graphical method
B
] 1o m v
1|3 0 6 ~Ii1 7
A 2|-1 § =2 2

Solution:

The game does not have a saddle point. Hence it is probabilistic in nature. Player A is having two
strategies while player B has three strategies. Player A has to choose two best strategies of B. let x,,

X, be two probabilities of using the I, Il strategies respectively.

X, %=1 X, = 1-X, [sum of the probabilities is unity].

Stepl."The given game is of 2 x 5 (one player is having 2 strategies), hence graphical method can

be used.

Step 2: Draw two parallel lines to include the boundaries of two strategies of first player; say ‘A

(Any convenient distance may be taken to draw parallel lines).
These two lines will represent two strategies available to the player “A’.

Step3: Draw lines to represent each of player B’s strategies. To represent the player B’s strategy.
join point 3 on axis | to point -1 on axis II, point 0 on axis | to point 5 on axis I and so on.

The feasible region is the lower boundary as shown, the highest point is shown by Max point-



GAME THEORY

The strategies passing through thi

S point are | and 1V. Thus, the reduced game is,

I Y
l 3 -1
2 -1 2

=~ H ._ . a
Comparing the reduced matrix with [ : a”:l and applying the following formulae

a4, a,

Let x,, x, are the probabilities of using I, 11 strategies by player A.

Let v, ¥y vy v, are the probabilities of using I, I, 111, IV strategies by player B.

A B,
7 7
6 6
5 By A5
4 4
3 3
2 BIV 2
By
I Max point 1
. _<<<<<<<\ g
=i -1
s Fcasible region B2 _»
= -3

P ay = a4y
| (a, +a23)—(612, +ail)

_ a, —4a,
| (”H +a22)_((121 +a12)

_\‘

and

a, a,, — 4, dy

Value of game v =
(all +a22

Substituting the values of a,

Strategies of A= ;—3~ .
4 7

)-(ay +a,,)
. 4, a, and a,, in the above equations we get,
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Strategies of A:(i 0, 0 o OJ
75 ) 3 7’

V=-1x3+2x4=i
7+4 11

24.  Reduce the Sollowing ( 2 x n) game to (2 x 2) game by graphical method and hence

solve.
B

I o oV

A I 2 -1 5 -2 6

11 =2 4 -3 1 0

Solution:
6 —6
54 -5
B, Bs
4 - 4
B,
37 -3
2 —2
By

14 4 -1

Lower boundary

The graph represent the pay-off lines, identify the lower boundary and locate the highest point
P__on it (Max. min principle). Selecting the strategies passing through this point we get the

reduced matrix/game (2 x 2) as,

B
A : [12\/ 0 }f
Il -2 ]
il
\'__(




Solve the following game using graphical method

Al-6 7]
Al 4 -5
A, -1 -2
Al-2 5

A | 7 -6

Colution:

The game does not have a saddle point. Hence it is probabilistic in nature. Player B is having two

grategies while player A has five strategies. Player B has to choose two best strategies of A. let v .

Y, be two probabilities of using the I, Il strategies respectively. |
Y,,Y. = 1; ¥, = 1 =¥, [sum of the probabilities is unity].

Step 1: The given game is of 5 x 2 (one player is having 2 strategies), hence graphical method can
be used.

Step 2: Draw two parallel lines to include the boundaries of two strategies of column player; say
‘B’ (Any convenient distance may be taken to draw parallel lines).
These two lines will represent two strategies available to the player “B’.

Step 3: Draw lines to represent each of player A’s strategies. To represent the player A’s strategy,
j0in point -6 on axis | to point 7 on axis Il, point 4 on axis I to point -5 on axis Il and so on.






GAME THEORY

we have.
a,, —a
X, = 2 W | ‘=]
V= Ip —ay
| [—
(all+a22)_(a21+ 12)’ Y, Y
and v= a,a,, - a, a,

(@, +a,)-(ay, +ay,)

Substituting the values of a_, g a, , a, in the above equations we get,

1n =2
e s I €
T 8-12 =20 20
)i—l_x4:1—1—3-:_7_
20 20
=5 i n
TR T 0 20
TR
% 20 20
12-35 23 23
v= =
-8-12 =20 20
6. Using graphical method solve the following game.
B

1 11

I 1 2

A 2 ) 6

3| -7 -9

4| -4 -3

] 2 I

Solution:

327

The game does not have a saddle point. Hence it is probabilistic in nature. Player B is having two

strategies while player A has five strategies. Player B has to choose two best strategies of A. let Y,

¥, be two probabilities of using the I, 1I strategies respectively.
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Yi. %5 K Y,=1-y, [sum of the probabilities is unity].
Step 1-: The given game is of 5 x 2 (one player Upper Boundary
is having 2 strategies), hence graphical method B B
can be used. “ 10 ' 11]0-
Step 2: Draw two parallel lines to include the g 8
bourjdz’mes of two strategies of column player; Optimum Ay
say ‘B’ (Any convenient distance may be taken point \6L M °
to draw parallel lines). [Mini max
| . _ 4 4
These two lines will represent two strategies A
available to the player “B’. 2 —A]?
Step 3: Draw lines to represent each of player 0 0
A’s strategies. To represent the player A’s strat- -2 A2
egy, join point -6 on axis I to point 7 on axis s
[, point 4 i int - i
. point 4 on axis I to point -5 on axis Il and 6 %
SO on.
o -8
From the graph, the minimum point in 5 \Aﬁ
the upper boundary is shown by Mini max. =1 .
This point is optimum point and corresponds
to II strategy. Hence, the game is reduced to
a single element. In other words the game is
having saddle point and hence is deterministic
in nature
27.  Solve the following game by graphical method
B
I n nr 1w
1|6 7] s
A4 n| 73|14 6
m [ 2] 8 [18] 4
w | 8 f 7 13 | -1
Solution:
The given game is of M X N matrix let us reduced it either 2 x M oOf

' % 2 by using dominance principle then graphical method can be used to reduce it to 2 X

2 game.
All the elements of row Il > row IV.

Hence row IlI is superior, delete row IV.



GAME THEORY _

All the elements of column 1T < ¢olump 1T, column 1T is superior, discard column I11.

I 1v
[ |6
1T
| 8

Let x,, x, be he probabilities of using the strategies 1, IV by player ‘A’ and X,, X, X, can be

probabilities of using I, II, III strategies by player ‘A’.The game is reduced to 3 x 2 for which graph
is plotted

Upper envelop

6 6
5
0 111 4

3
0 0
I Y

I']‘()m g["dph we ge[1
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——\\H

B
IV

1 [e ][5
0 5

The above game is 2 x 2 without saddle point.

ing I, 1, 1L, IV strategies by player A.

g 1, IL, IIL, [V strategies by player B. Solving by

A

Let x, x_. x.. x, are the probabilities of us

. Let y,, Y, ¥y ¥, are the probabilities of usin
using the formula we get,

~_6+3 3 ]
X,=——==, x=—
4 4 4
X,=x,=0, ('.'xl+ X, +X,+ x4=l)
_6-5 1 -3
b ) _4‘_2’ Va 7
Y, =Y, =0, Cyry,ty,ty, =D
- 6.6-5.3
(6+6)-(5+3)
36-15 21
L B=§ 4
28.  Solve the following game by graphical method, whose pay off matrix to ‘A’ is given,
B
I o m
r|3 2 4
All|l-1 4 2
mary2 2 6
Solution:

To use graphical method the
umn 1 dominates the column I11. [As all the elements of column I_< column III].

Hence, the reduced matrix is

game should be either 2 x M or N x 2 type. By inspection col-



Upper envelop

I

ABCD is the upper boundary, the lowest point in the upper boundary is same/ repeating at

B, C. Hence, the reduced game is

[ 1 .

-21 nlf-1 4
RE o R

ml2 2 il 5

hatving, elistoive optimal solution, solving the first reduced game by using

The game IS
the optimal strategies and probabilities are A (L, 11, III) = (4/5, 0, 1/5) and for

the formula,
B (1, 1L ) = (4/5, 1/5, 0). The value of game v = 2.
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